
1 

       
 

 

Submission to the House of Commons Standing Committee  

on Access to Information, Privacy and Ethics 

Study on the Use and Impact of Facial Recognition Technology 

June 1, 2022 

Summary 

Technological advances and access to new and larger personal datasets have lowered the 

costs and increased the public and private adoption of facial recognition technology (FRT). Our 

research and work by other human rights advocates point to privacy and ethical concerns raised 

by FRT that, if unchecked, would violate the rights and freedoms Canadians enjoy. The 

Government of Canada must lead the country forward in determining acceptable uses — if any 

— of FRT by public and private institutions to ensure that Canadians’ fundamental basic human 

rights are protected. 

This briefing summarizes our research and recommendations for the federal government:  

● We echo the call from Canada’s federal, provincial, and territorial Privacy Commissioners 

for a regulatory framework concerning uses, prohibitions, oversight, and privacy of FRT 

for police forces — but add that such a framework is necessary for the federal and 

provincial public sectors as well as across the private sector.1  

● Domestic and international experts have raised significant concerns regarding the 

discriminatory impacts of FRT on women, elderly people, and people of colour,2 as well 

as the intrusive and chilling effects of FRT when it comes to the rights to privacy, 

freedom of expression, and freedom of assembly.3  

● We recommend that federal privacy laws, including the Privacy Act and PIPEDA, be 

amended to provide special protection for biometric information such as facial images.  

● In particular, we advocate for a permanent limitation in federal privacy laws on the 

collection, use, and disclosure of biometric information such as facial images for the 

purpose of uniquely identifying individuals through algorithmic systems. At the very 

least, notice and either consent or explicit legislative permission should be required.  

● We also urge the government to adopt a temporary moratorium on FRT use by the public 

sector until such legal protections are in place and until more research is conducted on 

the disproportionate impacts of FRT on communities who stand to be most affected by 

its use such as elderly people, children, racialized communities, people with disabilities, 

and transgender and non-binary people. Please see the section below entitled ‘An 

Interim Solution: A Public Moratorium on FRT’ for the research that needs to be 

undertaken. 
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Types of Facial Recognition Technology Systems and Associated Risks with Other Biometric 

Technologies  

Faces are a type of personal information related to one’s body that is completely unique to each 

person. Faces can reveal intimate information such as health, perceived gender, race or 

ethnicity, emotional states, and a person’s habits such as travel patterns, relationships, and 

political or personal preferences.  

Facial recognition is the process of identifying a face from a digital image or video. FRT 

generally uses computer pattern recognition to find commonalities in images depicting human 

faces.4 FRT can be deployed in real time or on static images. As explained below, it can be used 

to confirm the identity of a known person, or it can be used to uniquely identify an unknown 

person. FRT can also allow for the categorization and profiling of a person over time based on 

their facial information.  

Facial recognition systems fall under two categories: one-to-one and one-to-many systems. A 

one-to-one system compares a user’s image to multiple images of a single person to 

authenticate or verify a person’s known identity. A one-to-many system compares an image to a 

database of different faces (such as a terrorist watchlist or mugshot database) to uniquely 

identify an individual among a group of people, often in live or real-time settings. The use of 

these latter systems in law enforcement and public safety is especially contentious due to the 

greater scale of comparison and the legal ambiguity surrounding the construction of databases 

and watchlists. 

FRT is part of a larger suite of biometric “recognition” technologies. These systems categorize 

individuals based on more traditional (“strong”) biometric identifiers like fingerprints and retina 

scans, less unique (“weak”) indicators like body shape or voice, and non-unique (“soft”) 

indicators like gender or age.5 Regulating FRT alone is not enough because facial information is 

a type of biometric information. Biometric information is highly sensitive in nature given that it 

reveals “intimate details of the lifestyle and personal choices of the individual” and would form 

a part of the “biographical core of personal information which individuals in a free and 

democratic society would wish to maintain and control from dissemination to the state” as well 

as from private actors, particularly when they provide services to the state.6  

 

Harms and Obligations: The Significant Risks of FRT to Uniquely Identify Individuals 

FRT use can come with significant costs. Experts have identified the following harms 

associated with the use of facial recognition software:7 

● Lack of human autonomy over decisions; 

● Lack of transparency for reasons behind certain results; 

● Inaccuracy (e.g., false negatives); 

● Discrimination; and 

● Risk of unauthorized sensitive data access and manipulation (including children’s data). 

FRT can enable surveillance, privacy intrusions, discrimination, and limitations on free speech 

on a mass scale. Experts have identified that FRT can be used for on-the-spot unique 
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identification of people in real-time, resulting in the mass surveillance of groups of people. Such 

surveillance can deprive people of their right to privacy at significant speed and scale, including 

the freedom to remain anonymous, including in public settings. FRT has been used to facilitate 

real-time apprehension of individuals, with chilling impacts on individuals’ lawful speech and 

expression.8 Such use of FRT has particularly harmful impacts on equality-seeking 

communities, including women, racialized communities, people in the LGBTQ+ community, and 

other communities protected by discrimination law. 

For clarity, we have compiled a non-exhaustive list of concrete examples to show how FRT has 

been used with harmful impacts on privacy and on equality-seeking populations: 

 

● Three people have been wrongfully arrested after flawed matches from a facial recognition 

algorithm.9 

● Gender classifiers sold in API bundles made available by Microsoft, IBM, and Face++ for 

facial recognition models were proven to have error rates up to 34.7% for darker-skinned 

women.10 

● Biometrics incorporated into decision-making systems have disproportionately harmed 

multiply-marginalized disabled people.11 

● Twitter’s image-cropping algorithm was found to have a racial bias by favouring white faces 

over Black ones.12 

● Clearview AI’s technology allowed law enforcement and commercial organizations to match 

photographs of unknown people against the company’s databank of more than 3 billion 

images, including of Canadians and children, for investigation purposes, creating a risk of 

significant harm to individuals, the vast majority of whom have never been and will never be 

implicated in a crime.13 

● Government of Canada officials 'quietly' tested facial recognition at Toronto's Pearson 

International Airport in 2016 to detect travelers using fake identities without informing the 

public and without consent.14  

● Facebook was fined $650 million for violating Illinois’ Biometric Information Privacy Act. 

Amazon and Microsoft are currently under investigation after being accused of using a 

database comprised of Flickr images to improve the accuracy of their facial recognition 

software without the consent of those featured in the images.15 

 

 

Canada’s Current Approach to Regulating FRT and Biometric Recognition Systems is 

Inadequate 

In Canada, the lack of clear regulatory frameworks around FRT shines a light on the inadequacy 

of Canada’s approach regarding the privacy and human rights risks of algorithmic systems such 

as biometric recognition systems.16 Privacy laws are one of the main regulatory tools to help 

protect Canadians’ human dignity, personal integrity, and control and autonomy over one’s 

information and body.17 Canada’s privacy obligations under international and domestic law 

include adherence to:18 
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● Article 12 of the Universal Declaration of Human Rights and Article 17 of the 

International Covenant on Civil and Political Rights, which prohibit arbitrary interferences 

into people’s private lives; 

● Section 8 of the Canadian Charter of Rights and Freedoms, which protects individuals 

from unreasonable search or seizure; 

● The Privacy Act, which details laws that protect the privacy of individuals with respect to 

personal information collected, used and disclosed by federal government institutions; 

and 

● PIPEDA, which covers privacy regulations that apply to the private sector in the federal 

context and when provincial laws do not apply. 

Some of the most serious legal concerns and recommendations for Canada’s Privacy Act 

related to FRT are outlined in our report Facing the Realities of Facial Recognition Technology. 

In particular, the Supreme Court has held that the state’s collection of bodily information without 

a person’s consent is a serious violation of one’s body, thereby threatening protected values 

under sections 7 and 8 of the Charter, such as dignity, integrity, and autonomy.19 As outlined in 

section 7, the very act of collecting biometric information by federal institutions may therefore 

constitute interference with a person’s right to life, liberty, and security of the person. As 

highlighted earlier, the collection of biometric information may also constitute an unreasonable 

search and seizure by the state where there exist no reasonable limits on these rights 

prescribed by law that can be demonstrably justified in a free and democratic society.20 

 

Legal Changes Needed in Canada: Start with Privacy Laws Regarding Biometric Recognition 

Systems Including FRT  

Canada lacks specific regulations around the use of biometric recognition technology such as 

FRT, as well as specific provisions around the collection, use, and retention of data through 

such biometric systems. Most notably, the Privacy Act and PIPEDA do not explicitly include 

facial and biometric information as subsets of personal information worthy of special 

protection. Given the already established significant legal and human rights risks associated 

with the collection, use, and disclosure of biometric information, this legal gap must be closed 

to protect people’s human rights and freedoms, particularly the rights to privacy, free 

expression, and freedom from discrimination, among others. 

Changes are needed to Canada’s federal privacy laws to properly account for the harms related 

to biometric recognition systems. As Sonja Solomun and Yuan Stevens outline in their February 

2021 report, the Government of Canada can mitigate serious privacy and security risks by 

implementing the following recommendations to amend the Privacy Act, with lessons that can 

be applied for any changes or overhaul made to PIPEDA: 

1. Acknowledge and explicitly account for the existence of personal information relating 

to a person’s physical or biological characteristics or biometric information, including 

facial information. 

https://www.un.org/en/about-us/universal-declaration-of-human-rights#:~:text=Article%2012,against%20such%20interference%20or%20attacks.
https://www.ohchr.org/sites/default/files/Documents/ProfessionalInterest/ccpr.pdf
https://www.canada.ca/en/canadian-heritage/services/how-rights-protected/guide-canadian-charter-rights-freedoms.html#a2e2
https://www.canada.ca/en/canadian-heritage/services/how-rights-protected/guide-canadian-charter-rights-freedoms.html#a2e2
https://laws-lois.justice.gc.ca/eng/acts/P-21/page-1.html
https://laws-lois.justice.gc.ca/eng/acts/P-21/page-1.html
https://laws-lois.justice.gc.ca/ENG/ACTS/P-8.6/page-1.html
https://www.mediatechdemocracy.com/work/facing-the-realities-of-facial-recognition-technology
https://www.mediatechdemocracy.com/work/facing-the-realities-of-facial-recognition-technology
https://www.mediatechdemocracy.com/work/facing-the-realities-of-facial-recognition-technology
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2. Adequately safeguard the privacy and security of Canadians by implementing 

requirements concerning biometric information such as facial images. These 

requirements should provide: 

a. Limitations on the collection, use and disclosure of such biometric information, 

requiring at the very least notice and either consent or explicit legislative 

permission; 

b. Requirements to minimize information collection; and 

c. More expansive safeguards for the security of sensitive information, once 

collected. 

 

3. In particular, align privacy laws such as the Privacy Act with the requirements of the 

Directive on Automated Decision-Making. This alignment would dictate more specific 

terms for use by law enforcement — ensuring public notice, bias testing, employee 

training, security risk assessments, and the need for a human to make a final decision in 

the case of high-impact decisions. These requirements should be expanded to provide 

for adequate and meaningful consultation before the deployment of FRT for unique 

identification of individuals. 

 

4. As outlined below, implement a federal moratorium on automated facial recognition 

and the disclosure of facial information, until:  

a. The framework described in this submission has been developed in consultation 

with Canadians, as well as with government institutions and public servants in 

relevant government departments; and 

b. More research is done on the disproportionate impacts, or potential for 

disproportionate impact, on members of certain demographic groups, particular 

to the realities and populations in Canada. 

 

An Interim Solution: A Public Moratorium on FRT 

As the federal government identifies the best legal solutions regarding more robust privacy 

regulations for biometric information, we strongly recommend a temporary moratorium on the 

use of FRT, at the very least by federal government institutions.21 Canada’s privacy 

commissioners, the Ligue des droits et libertés, the Canadian Human Rights Commission, and 

over 70 Canadian and international organizations and advocates in the fields of privacy, human 

rights, and civil liberties have called for such a moratorium in policing and surveillance.22  

Although law enforcement contains the clearest risks and most publicized abuses of FRT, other 

government agencies currently use or are likely to adopt this technology. To better understand 

the risks and safeguard people’s rights, this prohibition should thus extend across the public 

sector at the federal level. 

The Centre for Media, Technology and Democracy has advocated for this approach since 

August 2020, when we released two policy briefings on the subject. The first briefing describes 

the rationale for and implications of a moratorium on the Canadian public sector’s use of FRT. 

The second briefing explores conditions under which a moratorium could be lifted. 

https://www.mediatechdemocracy.com/work/facial-recognition-moratorium-briefing-1
https://www.mediatechdemocracy.com/work/facial-recognition-moratorium-briefing-1-wfgs7
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Swift government action is needed to identify, manage, and mitigate the possible harms that 

arise with this quickly evolving landscape.23 Moratoriums have become the default policy option 

worldwide for regulating the use of FRT by government agencies and police forces.24 A national 

moratorium is not in itself a solution; instead, it affords the government time to evaluate and 

develop the necessary conditions FRT companies and public sector actors should follow. These 

conditions should include updated legal frameworks for privacy and the automated processing 

of data, accountability measures for institutions that use FRT, and social impact assessments, 

among others.25  

In the interim, we advise that the Government of Canada: 

● Create an expert panel to study the current use of biometric recognition systems such 

as FRT in Canada, to review data and privacy legislation to identify gaps, and to 

ultimately develop the optimal regulatory requirements for lifting a moratorium; 

● Conduct large-scale consultations to assess the perspectives of Canadians — 

particularly those in marginalized communities — on FRT in public use, building on initial 

consultations regarding police use of FRT; 

● Coordinate a national research effort on the use of biometric systems such as FRT in the 

public and private sectors, with a series of reports jointly commissioned by the Office of 

the Privacy Commissioner, the provincial and territorial Privacy Commissioners, and the 

National Research Council; and 

● Commission Privacy Impact Assessments and Data Protection Impact Assessments for 

FRT use by each relevant government institution.26 

This was a main topic of discussion at the policy roundtable we convened in November 2020 

with the Cybersecure Policy Exchange at Toronto Metropolitan University. 30 expert 

stakeholders and government officials weighed the push for a limited public-sector prohibition 

on FRT against alternative approaches to mitigate FRT risks. Their prescriptions for government 

varied, but stakeholders all stressed the importance of swift government action to identify, 

manage, and mitigate the possible harms that arise with this quickly evolving landscape.27  

 

  

https://www.priv.gc.ca/en/about-the-opc/what-we-do/consultations/completed-consultations/consultation-fr/notice_frt/
https://www.priv.gc.ca/en/about-the-opc/what-we-do/consultations/completed-consultations/consultation-fr/notice_frt/
https://www.priv.gc.ca/en/opc-actions-and-decisions/research/explore-privacy-research/2013/fr_201303/#heading-005-1
https://www.cigionline.org/articles/artificial-intelligence-policies-must-focus-impact-and-accountability/
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APPENDIX 1: Organizations and Individuals 

About the Centre for Media, Technology and Democracy 

The Centre for Media, Technology and Democracy at McGill University’s Max Bell School of 

Public Policy is an interdisciplinary research centre dedicated to understanding and responding 

to the social, political, and policy challenges posed by our evolving information ecosystem and 

digital technologies. Facial recognition technology has been a critical issue for the Centre since 

its launch in 2020. Over the last two years, the Centre has conducted and commissioned 

research, hosted convenings, and presented several policy recommendations in the area of FRT 

in Canada. Learn more at www.mediatechdemocracy.com/projects/facial-recognition-

governance.   

About the Cybersecure Policy Exchange 

The Cybersecure Policy Exchange (CPX) at the Toronto Metropolitan University (TMU) is an 

initiative dedicated to advancing effective and innovative public policy in cybersecurity and 

digital privacy, sponsored by the Royal Bank of Canada and co-led by the Rogers Cybersecure 

Catalyst and the Leadership Lab at TMU. We undertake research and policy development on the 

responsible governance of technology and work to broaden and deepen public discussions of 

these issues through speeches, roundtables, and workshops. We have published a number of 

reports, including results from national surveys, interviews, and focus groups, and convened a 

broad network of policymakers, industry experts, academics, and civil society on a number of 

pressing information security and democracy issues, including regulation of facial recognition 

technology, social media platforms, COVID-19 contact tracing apps, encryption technology, and 

trans-border data storage. 

Sonja Solomun 

Sonja Solomun is the Director of Research at the Centre for Media, Technology and Democracy 

at McGill University’s Max Bell School of Public Policy. She is a Research Affiliate at the Data & 

Society Research Institute, the Center for Information, Technology, and Public Life (CITAP) at 

the University of North Carolina at Chapel Hill, and at the Climate Social Science Network at 

Brown University’s Institute for Environment and Society. She is a Co-Founder of the Coalition 

for Critical Technology, and a founding member of the Platform Governance Research Network.  

Yuan Stevens 

Yuan (you-anne) Stevens is Policy Lead on Technology, Cybersecurity and Democracy at the 

Leadership Lab and Cybersecure Policy Exchange at Toronto Metropolitan University. She 

received her JD/BCL from the Faculty of Law at McGill University. She previously worked at the 

Berkman Klein Center for Internet and Society at Harvard University and is a research fellow and 

LL.M Candidate at the Centre for Law, Technology and Society at the University of Ottawa. 

Julia Bugiel 

Julia Bugiel is a research assistant at the Centre for Media, Technology and Democracy. She is 

an MA student in Communication Studies at McGill University and a Canada Graduate 

Scholarship recipient. She previously worked at the Institute for Research on Public Policy.  

https://www.mediatechdemocracy.com/projects/facial-recognition-governance
https://www.mediatechdemocracy.com/projects/facial-recognition-governance
https://www.cybersecurepolicy.ca/
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APPENDIX 2: Lessons from the US and the EU 

Given the high-risk and highly sensitive nature of FRT for equality-seeking groups, there is an 

urgent need for Canada to implement shared lessons from regulatory frameworks in the EU and 

several US states.28 The Government of Canada may wish to look to the following international 

precedents to glean shared lessons:  

● The EU’s Artificial Intelligence Act aims to comprehensively harmonize the legal framework 

on artificial intelligence among EU Member States with respect to trade, commerce, 

research, and the protection of fundamental rights. Article 29 imposes on users of high-risk 

AI systems (i.e. systems that pose significant risks to the health and safety or fundamental 

rights of person) the obligation to carry out a data protection impact assessment according 

to Article 35 of the EU General Data Protection Regulation (GDPR).  

○ 120 civil society organizations have signed a collective statement calling on the EU 

to adopt an Artificial Intelligence Act that centres fundamental rights.29 

● The EU Law Enforcement Directive forbids law enforcement from processing biometric data 

for the purpose of uniquely identifying a person except where authorized by law, to protect a 

person’s vital interests, or where the data is “manifestly made public” by a person. It also 

prohibits law enforcement from making decisions based solely on automated processing 

(including profiling), unless EU or domestic law is enacted that provides appropriate 

safeguards for individual rights and freedoms. Moreover, it prohibits profiling that results in 

discrimination on the basis of special categories of data, including biometric information 

such as facial images.30 

○ The European Data Protection Supervisor has also called for a general ban on any 

use of AI for the automated recognition of human features in publicly accessible 

spaces, such as recognition of faces, gait, fingerprints, DNA, voice, keystrokes, and 

other biometric or behavioural signals, in any context.31 

● In the US, several cities (e.g. San Francisco, CA; Bellingham, WA; Oakland, CA; Somerville, 

MA) have banned police use of facial recognition technology. Vermont and Virginia have 

banned the practice at the state level.32 

● The Illinois Biometric Information Privacy Act (BIPA) imposes stricter requirements on 

companies that provide automated facial recognition services to law enforcement. It 

prohibits BIPA prohibits companies from collecting biometric information unless they a) 

inform the person in writing what data is being collected and stored along with the specific 

purpose and length of time for the collection, storage, or use and b) obtain the person’s 

written consent. 

● Massachusetts recently enacted its Act Relative to Justice, Equity and Accountability in Law 

Enforcement in the Commonwealth, which requires law enforcement to obtain a warrant 

before conducting a facial recognition search, except in emergency situations. It also 

prohibits the police from acquiring, accessing, or using facial recognition software 

themselves as well as making a request or entering into a contract to do so.33  
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