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Children and youth stand to be especially impacted by the attention economy 
of data-driven technologies, educational tools that support surveillance and 
data collection, and toxic online environments. Engaging with a broad network 
of interdisciplinary scholars, this project aims to understand and address the 
impact of media technologies on children and youth against a broader data 
privacy governance agenda. The project convenes leading experts, policymakers, 
and impacted stakeholders to question the challenges posed by digital 
technologies to children and youth.

About the Series
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Introduction

Despite the recent headlines about schools failing to protect student data or use it 
responsibly, student privacy is not a new issue. In the United States, the primary 
federal privacy law that protects sensitive student information was enacted in 
1974, fifteen years before people started using the internet. Schools have decades 
of experience navigating privacy rules and regulations; however, there are still 
routine student privacy and data use failures like preventable data breaches, 
sharing student data without parental consent, or deploying technologies 
that actually exacerbate inequity. Although legislation is an important tool to 
encourage better privacy practices and policies in schools, it can be limited in 
what it can achieve. The legislative and related enforcement processes can be slow, 
unpredictable, and lack the precision that is needed to truly protect the privacy 
and civil rights of students and families. Effective and transparent governance of 
student data and technology, including the authority to make decisions, can work 
in concert with fulfilling legal obligations to strike the right balance between the 
promise and pitfalls of using data and technology to help students and families. 
The possibilities of improved governance are perhaps best seen in current efforts 
to use data and technology to make schools safer, both in the context of preventing 
acts of mass violence as well as reopening schools in the midst of a pandemic, in 
which data and technology are being used in ways that are likely legal but perhaps 
not in the best interest of students and families. 
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In discussions about how to improve policies and practices around student 
privacy, it is important to first start with what is meant by student privacy. For 
example, privacy in a school setting conjures ideas of schools collecting more data 
than is needed and never deleting it (thus creating a de facto permanent record)1,  
companies using student data for purposes that go beyond education to increase 
their profit2,  or parents sitting by helplessly as data about their children is shared 
with third parties without their 
consent or understanding of how this 
will help them3.  In reality, all of these 
are legitimate privacy risks that are 
not only possible but have happened, 
with a direct and negative impact on 
students and families. 

Student privacy is not just a 
legal or technocratic issue with 
theoretical harms but an important 
consideration that can make 
achieving the mission of schools – 
ensuring that all students, especially 
the most vulnerable, receive a high-quality education that positions them to 
be successful later in life – easier, or harder, depending on how well a school 
can balance the promises of education data and technology with harms it can 
inflict on students. Moreover, although it is true that student privacy entails legal 

Defining Student 
Privacy and Why It 
Matters

Student privacy is not just a legal or 
technocratic issue with theoretical 
harms but an important consideration 
that can make achieving the mission 
of schools – ensuring that all students, 
especially the most vulnerable, receive 
a high-quality education that positions 
them to be successful later in life – 
easier, or harder.
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compliance (for example, the United States has several federal student laws with 
student privacy considerations and almost 130 state student privacy laws across 
45 states to which schools must adhere4), complying with legal requirements is 
the floor, not the ceiling, when it comes to protecting students and their families. 

For purposes of this essay, student privacy is not just about legal compliance but 
about protecting the rights of individuals to make decisions about what happens 
with their data, which in the context of education means protecting the rights 
of students and families. This includes schools fulfilling their ethical obligation 
to ensure that the use of data and technology do not come at the expense of 
student safety and well-being, which almost always entails going above and 
beyond what is required by law. In fact, one of the most effective and powerful 
tools to strike the right balance between the potential of data and technology to 
improve educational outcomes while not endangering students in the process is 
governance. By centering the student and their family, student privacy becomes 
a core component of a school’s work, and everyone’s responsibility. 
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Governance is another term that can represent different ideas, ranging from 
technical decisions to theoretical values, but for purposes of this essay, governance 
means the people, processes, and structures that make decisions about how data 
and technology is used while protecting privacy. To further clarify, governance 
in this context extends beyond data governance, which can be more technical, 
and includes other processes, like policy decisions, budgeting, procurement, and 
regulations, which can set an overall direction and affect what happens with data 
and technology in a school setting. 

Governance is important because it establishes a process, not a static solution, 
for navigating emerging education about data, technology, and privacy issues. 
Certainly laws are critical tools for protecting students and families, but they are 
limited in what they can achieve as they can take a long time to debate and enact 
(if they are enacted at all) and challenging to write in such a way that is specific 
enough to prohibit unethical behavior that is not in the interest of students but also 
broad enough to address evolving and emerging issues. Oftentimes this results in 
laws needing to be updated frequently, and as soon as they are, they are already 
outdated as new issues have emerged. Additionally, enforcement of privacy 
laws, not just in education, is an ongoing issue that can limit the effectiveness of 
laws in encouraging privacy-protective behavior. Enforcement can be uneven or 
nonexistent, so the existence of a privacy law may not actually change behavior if 
there is a perception of little to no consequences of noncompliance5.   

Defining Governance 
and Why It Matters
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With legal obligations as the starting point, governance can be a better tool to 
respond to and address new issues. A core role of public agencies within the 
school system is to make administrative decisions and set policies to shape 
and direct behavior related to educational issues. This can and should include 
data, technology, and student privacy. The people and processes that compose 
governing bodies can serve as critical arbiters in making decisions about 
whether certain education data, technology, and privacy practices align with 
the vision and mission of their system, making difficult but critical values-
based decisions. These bodies can navigate complex issues that go beyond legal 
compliance and assess privacy harms that students and families may experience 
from perfectly legal but bad ideas. As new issues arise, there are existing 
processes with the right people to respond in a timely and thoughtful manner. 
The need for improved governance of data, technology, and privacy in schools 
is perhaps most evident in current efforts to use data and technology to keep 
students safe. 
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The use of data and technology in service of making schools and students safer 
provides an illustrative example of how governance of data and technology used 
by public agencies is needed to redirect efforts beyond legal compliance and 
center the student in evaluating whether they are, in fact, any safer. Protecting 
students and creating a supportive environment is foundational to them 
learning, growing, and succeeding. In fact, recent research indicates that parents 
and teachers identify safety and well-being as among their top concerns, and 
if they are concerned with privacy, it is because of how it can negatively affect 
student safety and well-being. Their primary concern is not legal compliance 
but helping students be successful and learn, part of which is creating a learning 
environment in which they feel safe.

Unfortunately, high-profile but statistically rare events have put increased 
pressure on schools to take additional steps to keep schools and students safe, and 
just like in other aspects of our lives, schools are turning to data and tech-driven 
initiatives to support these goals. Tech-driven school safety initiatives include 
using facial recognition technology to monitor and determine who is allowed to 
be on school grounds6,  deploying social media monitoring algorithms that use 
keyword searches to find threatening language7, providing law enforcement with 
real-time access to cameras on school campuses8, sharing individual-level data 
across public agencies to assess whether someone poses a threat to themselves 
or others9, and incorporating disparate data into behavioral threat assessment 
processes that are used to determine whether and how to intervene with a student 
who has been identified as potentially capable of harm 10. These uses of data and 

Tech-Driven School 
Safety
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technology might seem innocuous and typically do not violate student privacy 
laws with appropriate agreements and data practices in place; however, just 
because a public agency can do something does not mean that they should do it. 

Student privacy laws typically focus on the collection, sharing, and use of 
education data and technology by public agencies and/or private companies. 
In the case of school safety, schools typically rely on vendors to deploy the 
aforementioned technology, so understanding the legal obligations of public 
agencies and vendors is important. For example, in the United States recent 
trends in state student privacy laws include limiting what vendors can do with 
data provided to them by schools, requiring deletion of student data after a 
specific period of time, prescribing further limitations on sensitive data like 
biometric information, and even detailing penalties if data is misused11. These 
laws will influence how some of these tech-driven school safety are deployed but 
not whether they should be deployed. In other words, schools and vendors can 
likely comply with student privacy laws but still implement technology that is 
actually harmful and does not fulfill their mission of keeping students safe and 
supporting their future success. 

Many of the technologies that were just described are new to the education sector 
and unproven in their efficacy. However, it is inevitable that the technology and 
its accuracy will improve, so in addition to efficacy, it is also important to assess 
the cost of these initiatives. Not only could they be unreliable, but they divert 
resources (people, time, and money) from other people-driven school safety 
initiatives (counselors, behavior interventions, mental health supports) that 
could be more effective. Take a social media monitoring algorithm as an example 
of when the financial cost might be relatively low, but the opportunity cost could 
be quite high12.  

It is inevitable that the data generated by social media monitoring algorithms 
will be noisy and require quite a bit of human review due to a few reasons13. 
First, acts of mass violence, which many of these tools aim to prevent, are 
statistically rare, so there is no pattern or profile of language that predicts 
whether someone will commit a tragic act. Because of that, key word searches 
will certainly be overly inclusive as they include as many key terms as possible 
to compensate for the lack of evidence that predict whether someone will 
commit an act of mass violence. Second, social media monitoring algorithms do 
not understand tone, jokes, or slang. It cannot differentiate between someone 
saying, “This movie is the bomb,” and “I am bringing a bomb to school,” so both 
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of these, along with many other posts, would be reported back to the school 
for human review. A third limitation is that they are trained on data that is not 
representative of student populations or all types of media, in particular slang, 
non-English languages, images, videos, and emojis. This leads to either a gap in 
the service provided or, perhaps worse, the social media monitoring algorithm 
will be even less accurate, resulting in less-quality data that diverts resources 
even further14.  

In addition to social media monitoring algorithms, other tech-driven school 
safety initiatives suffer from similar limitations in that they lack efficacy, have 

a chilling effect on students, 
perpetuate discriminatory 
outcomes, and waste scarce 
resources15. Therefore, what 
is most important to consider 
is what is meant by school 
safety and to be critical about 
whether tech-driven school 
safety initiatives are, in fact, 
keeping all students safer16. 
These initiatives likely have 
unintended consequences that 

will have a disproportionate effect on communities that are already vulnerable 
and marginalized17. In a school setting, equity is a crucial component of a 
school’s mission, which makes these initiatives run counter to what they are 
trying to achieve. The school to prison pipeline in which students are over-
exposed to law enforcement is a well-known issue that is plaguing schools18, and 
tech-driven school safety initiatives have the potential to accelerate this trend, 
rather than abate it. Therefore, it is critical to ask whether these technologies 
actually make students safer and if so, for whom are they safe?   

The school to prison pipeline in 
which students are over-exposed 
to law enforcement is a well-known 
issue that is plaguing schools,  and 
tech-driven school safety initiatives 
have the potential to accelerate this 
trend, rather than abate it.
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Despite these limitations that could lead to making students less safe, schools are 
engaging these tech-driven services as they, for the most part, can fulfill legal student 
privacy requirements but may not actually keep students safer19. Some localities 
have attempted to address this issue with legislation20, but most have not. If new or 
existing legislation cannot force further scrutiny of the use of these technologies, 
governance of how school systems are making these policy and administrative 
decisions offers a better opportunity to influence these choices. Therefore, the most 
timely solution to making these kinds of decisions is strong governance. 

Who should be involved?
A make or break decision about whether data and technology are privacy-
protective and used in ways that benefit individuals is who gets to make that call. 
Well-meaning individuals who lack technical and privacy expertise may not ask 
the right questions or fully comprehend the unintended consequences of utilizing 
certain types of technology for specific purposes. After a multi-state tour of the 
United States, the United States School Safety Commission released a report in 
which school district practitioners cited their primary challenge as evaluating the 
effectiveness and appropriateness of school safety technologies, as they lack this 
expertise and are overwhelmed by pitches from vendors 21.Moreover, decisions 
about education data, technology, and privacy require multidisciplinary input. For 
example, a decision about tech-driven school safety should include input from 
subject matter experts in school safety, privacy, and technology, which typically 
span multiple people and even divisions in school systems. If it is something that 

Governance of Data, 
Technology, and 
Student Privacy



14KIDS & TECHNOLOGY

Improving Student Privacy Through Better Governance

is being purchased, which it typically is in the case of tech-driven school safety, 
it will also require input from those responsible for procurement and budget. 
One of the most important steps that an organization can take is to identify the 
right people to provide input at the right time, especially on decisions that set the 
goals and direction for whether and how technology will be used. 

With that said, a significant challenge that many school systems will face in putting 
together this multidisciplinary team is that they lack privacy capacity. 95% of 
data security incidents are a result of human error, which is largely due to a lack 
of capacity and training on privacy and security22. Education is no exception. A 
recent survey of school district chief information officers in the United States 
revealed that although their top concern is cybersecurity, staffing and resource 
constraints are limiting their ability to solve this issue23. Therefore, it is important 
to be realistic about the skill set that an organization has when identifying who 
will make these decisions. This is even more important when dealing with vendors 
as the education technology industry continues to grow rapidly, (e.g. EdTech 
companies have raised more money in this year than in all of 2019, especially 
with the shift to remote learning24), but school systems have not experienced that 
same level of growth and are largely organized in the same way that they have 
been for decades. As the education data and technology industry grows, an already 
under-resourced and underserved issue like student privacy is experiencing an 
even greater imbalance of power, knowledge, and skill. The good news is that 
capacity can be built, and there are a number of resources available to support this 
development as student privacy is not a new issue in education. Moreover, school 
systems are increasingly centralizing student privacy responsibilities by hiring 
chief privacy officers (or their equivalent under a different title) that coordinate 
and manage these efforts on behalf of the organization and will play a critical role 
in how decisions are governed25.  

In addition to determining who is involved internally in making these decisions, 
it is also important to consider who should be involved outside the education 
system. Privacy laws do not typically require the consultation of those whose 
opinion arguably matters the most: students and families. After all, it is their 
data that is being collected, analyzed, and shared, and yet they are rarely, as 
sung in the musical Hamilton, “in the room where it happens.” However, there 
are many examples of how this lack of involvement and consultation hurts 
tech-driven initiatives. For example, in the wake of the tragic school shooting 
in Parkland, Florida, the state legislature quickly passed the Marjory Stoneman 
Public High School Safety Act in 2018 that required the creation of a centralized 
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repository of information on individual students that included information 
from multiple public agencies including law enforcement, juvenile justice, and 
children and family services, along with social media data on students26.  The 
purpose of this repository is to integrate information about individual students, 
so that stakeholders can analyze it to determine who might pose a threat of 
committing an act of mass violence. However, as previously stated, there is no 
research that could predict who might 
perpetrate such an act, but there are 
well-documented examples of how 
this type of data sharing without a 
clear and achievable purpose can 
harm individuals, especially those 
from marginalized communities27. 
Some parents were in support of this 
law but many groups of parents were 
not consulted, so when awareness 
about this particular provision of law increased, the system was delayed 
significantly, experienced public pushback28, and ultimately scaled down to 
where it is essentially useless29.  Another tech-driven school safety initiative that 
experienced backlash occurred in St. Paul, Minnesota in which the local school 
district and law enforcement established a data sharing agreement aimed at 
decreasing arrests by predicting which students might commit a criminal act 
and intervening before something happened30.  Similar to Florida, once parents 
and community members learned of this project, it galvanized the community, 
resulting in the dissolution of the agreement and loss of several years of work. A 
community leader said, “Data is not bad, but data without any kind of oversight 
that includes the community does not benefit us31.” 

It is important to remember that parents are not a monolith and will have 
different opinions on what is appropriate and right for their children, and this 
extends to how data and technology are used to keep their children safe. As 
education is a public good, it is incumbent on leaders to prioritize engaging 
families in decisions about how data and technology are used while protecting 
their privacy and civil rights. Not only might it prevent the backlash that school 
districts have experienced, but it also ensures that well-meaning, tech-driven 
school safety initiatives are meeting their intended goals and reflecting the 
needs and concerns of the communities they serve. 

As education is a public good, it is 
incumbent on leaders to prioritize 
engaging families in decisions 
about how data and technology are 
used while protecting their privacy 
and civil rights.
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Which issues need better governance?
In addition to identifying the right people to involve in decision-making, it 
is critical to identify which issues will be addressed and how they will be 
resolved. If well-designed, these processes are where governance is better 
suited to respond to evolving questions and demands, especially in an 
emerging area like tech-driven school safety. There are the typical technical 
governance issues related to data and technology including data standards, data 
definitions, platform specifications, and disclosure avoidance rules that need 
to be addressed32, but there are frequently overlooked but equally important 
processes that would benefit from including data and technology expertise 
in their governance like identifying the problem to solve, budgeting and 
procurement, overseeing privacy, and issuing policies and regulations that will 
drive better practices. 

Problem identification

To start, governance of data and technology should not only be responsible for 
technical issues but also strategic questions that will drive subsequent decisions, 
the most important of which is: what problem are we trying to solve? In the 
context of school safety, this question is critically important as it establishes the 
scope of the issue as well as whether technology can solve it. For example, it is 
very difficult, if not impossible, to predict who might perpetrate an act of mass 
violence, with or without technology. If that is what a school system is seeking 
to accomplish, facial recognition, social media monitoring, real-time access to 
cameras, and data sharing are unlikely to meet this goal33. Even worse, deploying 
these technologies could actually make students less safe as surveillance is 
known to disproportionately affect marginalized communities or further expose 
groups of students to law enforcement who already have more interactions 
with police than their peers. Too often school practitioners collect data or buy 
technology first and then ask how they can help when in fact it should start with 
their questions34. In determining whether technology is safe and for whom, using 
governance to identify the problem and determine whether data and technology 
might solve it is one of the most critical issues to address and from which all 
subsequent decisions should be made. 
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Budgeting and procurement

Another issue that has a significant impact on tech-driven school safety 
initiatives is budgeting and procurement. In a resource constrained 
environment, like exists in schools, governance can assist with making tough 
choices about the best use of resources, including purchasing new technologies. 
Ensuring that the governance of budgeting and purchasing decisions includes 
data, technology, and privacy expertise can make certain that a product is 
equipped to solve the problem that has been identified as well as meet the 
needs of students and families while not violating their rights. Without this, 
school systems might purchase a product that does more harm than good, has 
lax privacy controls, or poor security practices that jeopardize the well-being 
and rights of students and families. Having a multidisciplinary team to oversee 
these decisions is an important lever in governing how data and technology can 
support school safety. 

Additionally, the budgeting and procurement process also provides an 
opportunity for the public to gain transparency into how schools are allocating 
funds and the specifics of the services they are seeking.  Budgeting and 
procurement documents are typically public records, thus subject to freedom 
of information requests. Transparency is especially important regarding tech-
driven school safety as schools are not obligated, and in many cases choose not 
to, communicate to families and communities about how they are using data 
and technology to keep schools and students safe. As stated earlier, it is a best 
practice and in the interest of schools to be more proactive and communicate; 
however, having a means through which the public can force this transparency is 
an important lever that is being used around this issue. 

Student privacy

Just as overall governance requires a multidisciplinary team, effective and 
efficient privacy management does as well. It requires legal, policy, and technical 
expertise, in addition to understanding the programmatic goals which are set by 
other subject matter experts35. Anticipating and planning for a team to support 
privacy practices is also important. Everyone within a school system plays a role 
in keeping students safe and protecting their well-being, and that extends to 
protecting privacy and civil rights. Considering and planning for how different 
perspectives and input are needed to make these decisions is an important 
aspect of governance. 
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Policies and regulations

School systems have the authority to issue policies and regulations that can drive 
behavior among practitioners, so this is an important governance tool as well in 
managing data, technology, and privacy. Policies or regulations that address data 
or technology in some form (e.g. data collection, school accountability, public 
reporting, school finance, school assignment lotteries) provide an opportunity 
to reinforce the importance of privacy as well as specific steps that stakeholders 
can take to protect student privacy. To do this, the drafting and release of policies 
and regulations must go through an inclusive governance process that includes 
data, technology, and privacy expertise to ensure this perspective and skillset 
is incorporated. In some cases, public agencies can issue regulations that focus 
solely on student privacy and provide opportunity for public input and comment36,  
further demonstrating that other forms of public governance can shape privacy 
practices and policies in a timely manner. 

Data governance

In addition to the aforementioned issues, data governance can oversee the 
policy and implementation of data and technology for an agency. The aspect 
of governance that is perhaps the trickiest to balance is the structures through 
which people will engage, advise, and decide on the issues described above. 
Government is notorious for concocting overly complicated processes that become 
so cumbersome that they are merely tolerated or even avoided. Data governance 
is subject to the same risks if the structures are not well-conceived to be flexible, 
responsive, and have the right authority to move work forward at a speed that the 
work of serving students and families often demands. 

Fortunately, quite a bit of work has been done on the best ways to structure data 
governance to accomplish business goals while effectively balancing data and 
technology with privacy considerations. When it comes to data governance, form 
should follow function, so taking an inclusive approach to governance likely 
entails governance at various levels of the system (starting with the executives 
with the most authority down to data stewards with technical expertise). Figure 1 
provides an example of a K-12 data governance structure, with multiple levels of 
input and stakeholders depending on the goals they are trying to accomplish.
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In the context of school safety, having a data governance structure in place will 
support informed decisions, but it is also important to incorporate data, technology, 
and privacy expertise into governance structures that are addressing related but 
separate issues that affect what is possible like policy, budget, procurement, and 
programmatic decisions. For example, school districts may have established cross-
functional teams that lead and execute school safety initiatives, which like privacy 
also span multiple people and decisions, so it is important that those structures 
also include data, technology, and privacy expertise. 

Figure 1: A traditional data governance structure for a single agency (a K-12 agency is used as an 

example)37
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In recent months, the classroom has moved from the school building to the home 
due to the global pandemic, which has created new privacy issues for schools 
to address. In particular, as schools look at reopening for in-person instruction, 
they are considering versions of the same technology that were used in the name 
of school safety38. In fact, protecting students and the adults that work with them 
from contracting or spreading COVID-19 is the latest priority issue within the 
school safety portfolio. It is important to understand the connection between 
these two initiatives and overlapping technologies as they share similar goals 
and limitations, which should be navigated through effective governance. The 
facial recognition technology that could be used to control who has a right to 
be on campus has been extended to include thermal imaging that can take an 
individual’s temperature39. Social media monitoring could try to keep tabs on 
which students and families are complying with social distancing restrictions40.  
Mobile applications with varying levels of privacy protection could collect 
information from families about their children’s health and that information 
could be shared with third parties (e.g. department of health) without parental 
consent or a way to opt out41.  

Similar to tech-driven school safety initiatives, schools are turning to data and 
technology to help them reopen schools in ways that keep students safe, in 
this case preventing students (and teachers) from contracting and spreading 
a life-threatening illness. However, it is in moments of crisis that individuals 
are most likely to sacrifice their rights, including privacy 42, so it is important 
that advances in technology and data do not compromise the rights of students 

Looking Ahead: 
Tech-Driven 
COVID-19 Initiatives
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and their families. There are 
several steps that education 
policymakers and practitioners 
should take to protect student 
privacy,  the most important of 
which is to govern these choices 
in a deliberate, thoughtful, and 
inclusive manner. As previously 
discussed, this will include 
internal governance bodies that comprise the right people, discussing the right 
issues, and within the right structures to make optimal decisions. Additionally, 
engaging parents and community members is also important to prevent 
backlash as well as solicit input to ensure that tech-driven COVID-19 initiatives 
are meeting community needs and addressing concerns. If schools already have 
these structures in place, it would behoove them to utilize and adapt them rather 
than abandon them as they have experience and capacity in addressing some of 
these issues. 

However, it is in moments of crisis that 
individuals are most likely to sacrifice their 
rights, including privacy, so it is important 
that advances in technology and data do 
not compromise the rights of students and 
their families.
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Assessing the benefits of data and technology against the potential risks and 
privacy violations can be an art, not a science, especially if schools go beyond legal 
compliance and center what is best for students and families. At the same time, 
technology and the problems that it is trying to solve are rapidly evolving, which 
presents challenges to address student privacy via legislation only. Therefore, if 
schools seek to address their ethical obligation to ensure that data and technology 
do not come at the expense of student’s safety and well-being, governance of 
agency administrative and policy decisions is a critical component of achieving 
this objective. Moreover, that governance should be inclusive and extend beyond 
technical requirements to address important strategic issues and decisions that will 
drive technical implementation, like programmatic goals, budgeting, procurement, 
privacy management, and policies and regulations. 

It is not enough to construct internal governance without considering how to 
collect and incorporate external feedback, especially from parents and community 
members. This is an important step to ensure that data and technology are used 
responsibly, meet community needs, and minimize potential backlash that might 
occur if communities are not consulted and do not agree with the direction that was 
chosen. Efforts around school safety, in particular preventing acts of mass violence 
and contracting and spreading COVID-19, are at risk of utilizing data and technology 
that is not effective, wastes resources, and actually makes certain students less 
safe by using unproven technologies to surveil students. These technologies are 
likely legal, so governance is perhaps the best approach to balancing emerging 
technologies with privacy and civil rights. Everyone in the school system has a 
responsibility to keep students and families safe, and that includes protecting their 
privacy and civil rights. Effective and efficient governance can help do just that. 

Conclusion
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